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AI&ELTA Challenges in Automatic Speech Recognition

https://www.youtube.com/watch?v=wV9At3aB7mU






AI\ELTA Speech Application Areas

Google Home
Voice-activated speaker

amazonalexa
N




Al&ELTd Speech Production (Synthesis)
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ArsELTtl Speech Perception (Recognition)
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AlsELTn Speech Understanding

Frontal lobe Motor cortex
Executive functions, Movement 3'“'9’! cortex
thinking, planning, Sensations
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problem solving,
emotions and
behavioural control,

personality
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AI\ELTA Outline

¢ Traditional Speech Recognition

¢ How to use Deep Learning in acoustic modeling?
¢ Why Deep Learning?

¢ Speaker Adaptation

¢ Multi-task Deep Learning

¢ New acoustic features

¢ Convolutional Neural Network (CNN)

¢ Applications in Acoustic Signal Processing



Traditional Speech Recognition




A AELTA Overview

¢ Search through space of all possible sentences.

¢ Pick the one that is most probable given the waveform.
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AhELTd Speech Recognition (Traditional)

Wavform

X K & B ¥ Words
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AhELTd Speech Recognition (Traditional)

Wavform

10ms Features

S K XK & R ¥ Words



AhELTd Speech Recognition (Traditional)

Wavform

10ms Features
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S K X & B ¥ Words



AhELTA Speech Recognition (Traditional)

Wavform
10 ms L—— Features
]
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AI‘LELT:‘I Speech Recognition (Traditional)

Wavform
10ms l—’l | Features
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Al&ELTd Sequence-to-Sequence Modelling

¢ Sequence-to-sequence modelling central to speech/language:
@ machine translation:

% word sequence (discrete) > word sequence (discrete)
— {R%F - Hello
@ speech synthesis:

% word sequence (discrete) - waveform (continuous)
— R >
@ speech recognition:

# waveform (continuous) - word sequence (discrete)
- -l > 77

¢ The sequence lengths on either side can differ
@ waveform sampled at 10ms/5ms frame-rate: T-length
@ word/tokensequences: L-length

o TiE@KIRL



ArsELTtl Speech Recognition Architecture

/ feature extraction / ¢ Acoustic model:
@ likelihood model generating observed features

¢ Language model:

features (f5: MFCC |
‘ eatures | ) @ probability of any word sequence

y

¢ Lexicon:
/ aCOUSt'f model / @ maps words to sub-word units (phones)




AI‘LELT:‘I Speech Recognition Architecture

W* = arg max P(W]|0)

/ feature extraction / 2 E%EEEE) = arg rvr\}gi( p(()l:\(l();))(W)
I >
1 features (f3: MFCC) | = arg max p(O|W)P (W)

/ acousti.C model / AM (likelihood) I
- LM (prior)
language model

/ Decoder / P (W)

W SKKERF




4\ nELTA Input Feature - MFCC

XMel-scale Frequency Cepstral Coefficients

DFT: discrete fourier transform
DCT: discrete cosine transform spectrogram

DFT

Waveform
O
DCT log |H
Input of
DNN < < . : Mel-filter
: ' banks
MFCC » 4_[ A




AI&ELTA Input Feature

¢ Audio is represented by a vector sequence
o BE > HiE(frame): 0, 0, 05

5—{Eframez
13 dim MFCC




A AELTA

Input Feature - A and AA

¢ Derivative: in order to obtain temporal information
o OJPIEFEREMFCCRVEE BINNZEENER

o FRIAE—{EframeE &R 39 dim MFCC
A n-1 n  n+1 n+2
weerr?| - ol @ (@] [@ c(t+1)—c(t—1)
oo oo () = =——
I i I | i
MFCC stream y,(j) | | | | P .
O . ol © Frame index N pm * Yiem ()
o > Av, (j) = =
Cava ava sm?
A M=—p
quefrency(j) ol o e @
@ O @ K@
AMFCC stream Ay, (j) | | L
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"A!é"h S ava ] &2'}‘[ U) =— r
quefirency(j)t ol e e e s
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AI\ELTA Input Feature - Splice

¢ To consider some temporal information
o EAIEAYframelR B BIAYframesBREIR - £ B — (BT HYvector

01 02 03 ......

MECC  weeee- \DDD}DDDDDD ......

ol i
|
|
|
I
I
|



AhELTtl Phoneme & Lexicon

Lexicon
¢ Phoneme: basic unit EEHIEE heilmiandpi2lud
@ Lexicon: maps words to sub-word units EE heilma3s

PBRE  heilti3

ES%E  heilfa3
¢ Each word corresponds to a sequence EZE h eil d iaol

of phonemes HEEE  heiljingl

v i

context kaantehkst
everyday eh vriydey
include ihnkluwd

Word What do you think

Ik

Lexicon hhwaat duw yuw thihngk

Different words can correspond to the
same phonemes




ArsELTtl Language Model

o FIFAESHERY, o] LIPRFIAcoustic Model¥k ZElBYPhone Sequence, ZH
SEERERIEAGR

¢ = FHBYLM: N-grams

<s> the cat sat on the mat </s>

<s> the cat sat on the mat </s>
<s> the cat sat on the mat </s>
<s> the cat sat on the mat </s>
<s> the cat sat on the mat </s>
<s> the cat sat on the mat </s>
<s> the cat sat on the mat </s>
<s> the cat sat on the mat </s>



AI\ELTA Acoustic Model - State

(W e
b

L

0.937203

begin middle final end mn

0.48152 ay e o k
¢ Important sequence model: Hidden Markov Model (HMM)

¢ HMMs standard model for many year (1970s-2010s)
@ each (context-dependent) phone modelled by an HMM
@ typically 3-emitting state topology, left-to-right HMM
@ non-emitting (end) states used for “gluing” models together



AI\ELTA Acoustic Model - State

¢ Each phoneme correspond to a sequence of states

what do you think

\ 4

Phone:

hhwaat duw yuw thihngk

Tri-phone: / \

...... t-d+uw d-uw+y  uw-y+uw y-uw+th ......

State:
t-d+uw1 t-d+uw2 t-d+uw3 d-uw+y1 d-uw+y2 d-uw+y3




AhELTn Acoustic Model - State

¢ Each state has a stationary distribution for acoustic features

Gaussian Mixture Model (GMM)

t-d+uw1 ] p(o|"t —d + uwl”)

p(o|"d —uw + y3”)

QY QO
090
Q 9




AI\ELTA Acoustic Model - State
o FMoJIURNAHS L FiBtriphone :

o {RE&A50{Elphone, ZAHFLEAF50x50x50 = 125, 000{Etri-phone
o BERHAAZEIAES

¢ States which are clustered together will share their Gaussians
@ Decision-Tree based clustering of triphone states

Tied-state .

p(o|’d — uw + y3”) % p(o|”’k — uw + i3")

Same Address




AhELTd Acoustic Model - State tying/clustering

¢ How do we decide which triphones to cluster together?
o O] DI FHFE=E X EFKHbroad phonetic classes

% Stop @@
% Nasal (%%) beg. state
# Liquid (i =)
# Fricative (B E) Left nasal?
# Sibilant (B8 &) Yes No
% Vowel (B )

==
% Lateral (@ =) Right liquid? Left fricative?

Yes No

i ?
Cluster A: Right /1 @
n-ih+], 0 O O
ng-ih+, Yes No
i 593

Cluster B:

n-ih+tr,
() &) L) DERDEED L
B0 G- i

m-ihtr,

n-ih+w,

Yes No




AI&ELTA Decoding
W* = arg max‘p(OIW)lP(W)

WeL
W: what do you think? p(O|W) = P(0IS)

S: 3 b?d e ...

1\&\ Assume we also know the
""" alignment sy -+ st
31

S 33 S
O: D
o)

¥ TETT

transition

p(0]$) = ]_[p<st|st D p(oylsy)

emission




ArsELTtl Decoding
W* = arg max‘p(OIW)lP(W)

WEL
W: what do you think? p(OIW) = P(015)

Actually, we don’t know the alignment (&5 22 D Viterbi algorithm

o QUCBIINN0-

p(0|S) = max HP(5t|St—1)P(0t|5t)
syest L

© Viterbi algorithm is used to find the most probable path through a
probabilistically scored time/state lattice



A AELTA Evaluation

¢ How to evaluate the word string output by a speech recognizer?

¢ Word Error Rate!

_100% x (Insertions + Substitutions + Deletions)
B Total Word in Correct Transcript

@ Insertion: Z—{E =, deletion: > —{E =, substitution: &

© Example:
REF: portable **** PHONE UPSTAIRS last night so
HYP: portable FORM OF STORES last night so
Eval T S S

#* WER =100% %X (1+2+0)/6 =50%

o WERHL{E - RINAESRAIRIRELT !



Al&ELTd Summary: ASR Architecture

- ep

¢ Feature Extraction:

O 39 "MFCC" features /featureextraction /
. e A —
¢ Acoustic Model: features (Bl MFCO

© Gaussians for computing phone likelihood p(0|S) / acousttmodel /

¢ Lexicon/Pronunciation Model b — o —
i phone language model
@ HMM: what phones can follow each other il ikelivoos | L J -g )
¢ Language Model ¢d /
® N-grams for computing p(w;|w;_1) SRRERIE
¢ Decoder

@ Viterbi algorithm: dynamic programming for combining all these to get word
sequence from speech



How to use Deep Learning?




Al&ELTd Deep Neural Network

¢ Deep learning attracts lots of attention
@ Deep learning obtains many exciting results

¢ From Wikipedia:

o FREEE (deeplearning) EmE2E8NI X E—EGMBEFHESEHEE
FHZEIEGUHEREBRNZEREEERHSERETSBHSNESEE -

2005

2007 2009 2011 2013 2015



Al&ELTd Deep Neural Network

y(Xx)

¢ General mapping process from input x to output y(x)
® deep refers to number of hidden layers

¢ Output from the previous layer connected to following layer.
e x() is the input to layer k
o x(k*1) = y(Mthe output from layer k



AhELTd Deep Neural Network

¢ General form for layer k:
k k
° y,-( = p(wx® +b;) = ¢(Zi( D
% W: weight matrix
% b: bias vector

# ¢b: activation function
— Sigmoid, RELU, ...etc



AhELTA People imagine ......

S - JI0R0INN0

Acoustic features

¥

This can not be true! DNN

DNN can only take fixed '

length vectors as input.
“Hello”



A AELTA

What DNN can do is ......

¢ DNN output:

© Probability of each state

¢ DNN input:

@ One acoustic feature

P(alo,) P(blo,) P(c|o))---

DNN

Size of output layer = Num of states




AI\ELTA Low rank approximation

Output layer W: M XN
M
ﬁ W ¢ N is the size of the last hidden layer
| N
ﬁ ¢ M is the size of output layer

| | @ Number of states

iy

| | ¢ M can be large if the outputs are

ﬁ the states of tri-phone

| | o e.g. 3000~5000
Input layer




AhELTd Low rank approximation

N K N
K V

K<M,N
Less parameters

Output layer Output layer
M M
O\ ﬁ U
W linear | K
L 1V

"N | M\




Al&ELTd How we use deep learning

¢ There are three ways to use DNN for acoustic modeling
© Way 1. Tandem
© Way 2. DNN-HMM hybrid
© Way 3. End-to-end

Efforts for exploiting
deep learning



How to use Deep Learning?

Way 1: Tandem




ArsELTtl Way 1: Tandem system

P(alo;) P(blo;) P(c|o))----

\

| new feature o;
Size of output layer I Input of your original

= Num of states DNN speech recognition system

O;

Last hidden layer or bottleneck layer are also possible.



How to use Deep Learning?

Way 2: DNN-HMM hybrid




A\ nELTA Way 2: DNN-HMM Hybrid

W* = arg max p(W|0) = arg max p(0O|W)P(W)

T
P(O|W) ~ Smag;l_[P(saSt_l) ICHEAN From DNN
t=1

P(s¢)<«—_ Count from
training data




A\ nELTA Way 2: DNN-HMM Hybrid

P(O|W) ~ SmaSX HP(Stlst—l) P(0¢|st) DNN

l

p( P(s¢|0¢)
s.|o 900
~ max P(s¢|s—1) t10¢

P(s;) \ |
P<0|w o) / / ONN 6
!

From original Count from
HMM training data Ot

This assembled vehicle works .......



A\ nELTA Way 2: DNN-HMM Hybrid

¢ Sequential Training

W* = arg max p(O|W; 8)P(W)

Given training data (04, Wy), (0,, W), - (0., W3), -+
Find-tune the DNN parameters 6 such that
P(0,|W}; 9)P(W;‘)- increase
P(0,|W;0)P(W) mm) decrease

(W is any word sequence different from W)




How to use Deep Learning?

Way 3: End-to-end




ArsELTtl End-to-end Framework

t FE-4eiLexicon!

/ feature extraction / ZfHlanguage Model!

—— i — — — ——— ————_—p

‘ features (f1: MFCC) }'—V/ Encr::;c)?j-;nd /L,P/ Decoder /+ SR REET

¢ Directly train model to solve task (“speech-to-text”)

@ single model trained
@ no separate acoustic and language models

¢ More complicated to incorporate additional LM data

¢ Output layeriiEstate¥2 5% character, phone or words



ArsELTtl Way 3: End-to-end - Character

Input: acoustic features
(spectrograms)

Output: characters

(and space)
+ null (~)

No phoneme and lexicon
(No OOV problem)

A. Hannun, C. Case, J. Casper, B. Catanzaro, G. Diamos, E. Elsen, R. Prenger, S. Satheesh, S. Sengupta, A. Coates, A.
Ng "Deep Speech: Scaling up end-to-end speech recognition”, arXiv:1412.5567v2, 2014.



ArsELTtl Way 3: End-to-end - Character

HIS FRIEND’S
A

Figure 4. Network outputs. The figure shows the frame-level character probabilities emitted by the CTC layer (different colour for
each character, dotted grey line for ‘blanks’), along with the corresponding training errors, while processing an utterance. The target
transcription was ‘HIS_FRIENDS_’, where the underscores are end-of-word markers. The network was trained with WER loss, which
tends to give very sharp output decisions, and hence sparse error signals (if an output probability is 1, nothing else can be sampled, so
the gradient is O even if the output is wrong). In this case the only gradient comes from the extraneous apostrophe before the *S’. Note

that the characters in common sequences such as ‘IS’, ‘RI" and *END” are emitted very close together, suggesting that the network learns
them as single sounds.

1S _

z )

probability

o

Graves, Alex, and Navdeep Jaitly. "Towards end-to-end speech recognition with recurrent neural
networks." Proceedings of the 31st International Conference on Machine Learning (ICML-14). 2014.



AhELTd Way 3: End-to-end — Word?

¢ training corpus: 1.2 billions words, vocabulary: 1.7 million words.

¢ 125,000 hours of semi-supervised acoustic training data
@ deep bi-directional LSTM RNNs with CTC loss

<blank> --- just — will - me — when — young =— i'm — identify — it's =—
times — certain we'll — back — i how — never — where coming —
sometimes — smell take — to — was come — able — what from —

L [y gy ooy g gy e e e 1 e e e gy gy e e e T
0 {1 L I | il

H
lllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll

T

Figure 1: The word posterior probabilities as predicted by the NSR model at each time-frame (30
msec) for a segment of music video ‘Stressed Out’ by Twenty One Pilots. We only plot the word with
highest posterior and the missing words from the correct transcription: ‘Sometimes a certain smell
will take me back to when I was young, how come I'm never able to identify where it’s coming from’.

Hagen Soltau et al.,"Neural Speech Recognizer: Acoustic-to-Word LSTM Model for Large Vocabulary Speech
Recognition". arXiv. 2016.



Why Deep Learning?




A AELTA Deeper is better?

Word Error
Rate (%)

2 X 2k Not surprised, more

parameters, better

4 X 2k performance

Layer X Size

7 X 2k 17.1

Seide, Frank, Gang Li, and Dong Yu. "Conversational Speech Transcription
Using Context-Dependent Deep Neural Networks." Interspeech. 2011.



AhELTd Example: “General” Acoustic Model

¢ Example Architecture from Google (2015)
@ C: CNN layer (with pooling)
®@ L: LSTM layer
@ D: fully connected layer

¢ Two multiple layer “skips”
@ (1) connects input to LSTM input
@ (2) connects CNN output to DNN input

¢ Additional linear projection layer
@ reduces dimensionality
@ and number of network parameters!

output targets

fully |
connected :
layers

LSTM
(2) layers

linear dim
layer red

(1)

convolutional
layers ;




Speaker Adaptation




A AELTA Speaker Adaptation

¢ Speaker adaptation: use different models to recognition the speech of
different speakers
@ Collect the audio data of each speaker

¢ A DNN model for each speaker
@ Challenge: limited data for training
% Not enough data for directly training a DNN model
# Not enough data for just fine-tune a speaker independent DNN model



AI\ELTA Categories of Methods

e Re-train the whole
DNN with some
constraints

Conservative
training

e Only train the
parameter of one
layer

Transformation
methods

S LLEVGIEEWEIGSI o Do not really change

Training the DNN parameters v

Need less
training data




A AELTA Conservative Training

Output layer ~ outputclose  gutput layer

N | ¢——) 4 |

parameter close

P

initialization
* initi *

Input layer | | Input layer | |
~ N
S~ __ A little data
Audio data of 8 from target
Many speakers speaker
N— A




AhELTd Transformation methods

Add an extra layer Output layer
Output layer 5 Fix all the other
ﬁ | | parameters
| ﬁ | layer i+1
. W
layer i+1
ﬁ W | | extra layer
| - layeri |

- layer i
ﬁ ﬁ y A little data

| | | | from target
Input layer speaker

Input layer



AhELTd Transformation methods

¢ Add the extra layer between the input and first layer
¢ With splicing

layer 1 | layer 1

i
ﬁ ﬁ extra layers
<

| extralayer [ ] | | | |
Wa ﬁWa ﬁwa ﬁwa
| || | | || |

Larger W, - More data Smaller W, - less data




A AELTA

Speaker-aware Training

Can also be noise-
aware, device aware
training,

— TN
"~ S

Lots of
mismatched data

— _

Speaker information
(i-vector)

Data of
Speaker 1

Data of
Speaker 2

=

Fixed length low
dimension vectors

Text transcription is
not needed for
extracting the vectors.



A AELTA Speaker-aware Training

Training data: DNN
— = o~ train

Speaker 1 Output layer

Speaker2:> )
- ~ ii
Acoustic features are appended with

speaker information features * *

Testing data: D D D D D D D U test Acoustic  Speaker

L :> feature Information

All the speaker use the same DNN model
Different speaker augmented by different features




Multi-task Learning




A AELTA

Multitask Learning

¢ The multi-layer structure makes DNN suitable for multitask learning

Task A Task B

Task A Task B

Input feature Input feature
for task A for task B



AhELTA Multitask Learning - Multilingual

states of states of states of states of states of
French German Spanish Italian Mandarin

iy iy iy iy iy

| ) Human languages
| | share some common
ﬁ characteristics.

acoustic
features




ArsELTtl Multitask Learning - Multilingual

50
)
)
(G 45
o
o
— 40 Mandarin
L
- only
Q
o
© With \
o European —
Language —
25
1 10 100 1000

Hours of training data for Mandarin

Huang, Jui-Ting, et al. "Cross-language knowledge transfer using multilingual deep neural network with shared
hidden layers." Acoustics, Speech and Signal Processing (ICASSP), 2013



A Multitask Learning
. - Different auxillary Tasks

A B
Main task Auxillary task
| ﬁ o {F | A= state B = phoneme
S A A=state B =gender
| |
ﬁ A= state B = grapheme
| e | (character)
acoustic | |
features

Dongpeng Chen, Mak, B., Cheung-Chi Leung, Sivadas, S., "Joint acoustic modeling of triphones and trigraphemes
by multi-task learning deep neural networks for low-resource speech recognition,” ICASSP 2014



Deep Learning
for Acoustic Modeling

New acoustic features




.Z:lJ\ELIﬂ

Waveform

Input of
DNN

filter
bank



A AELTA

Filter-bank Output

Waveform

» Kind of standard now

log

Input of
DNN <:

spectrogram

filter
bank



A AELTA Spectrogram

spectrogram

DFT

Waveform

Input of

» common today BNN

» 5% relative improvement over fitlerbank output

Sainath, T. N., et al., “Learning filter banks within a deep neural network framework,” In ASRU, 2013



A AELTA Spectrogram

Mel Filterbanks
——— Learned Filterbanks

[ ] [ ] [ ]
¢ Learning fbanks within DNN —T———— os 0s 05—
i -FF._H_._,.-"'_
0 0 0 0
1 15 2 2 3 4 3 4 5 & 5 6 7
n_5m 0.5 0.4 0.4
A O_EA CI.2A
0 0 0 0
7 8 3 8 9 10 11 10 11 12 13 12 14 16
0.4
0.2 A 0.2 0_277% 02[ e
0 0 0 0
14 16 18 18 20 20 22 22 24 26
0.z 0z 02 ﬂ.2m
Log-Mel Filter Bank Features o a 0 0. a
: T - 24 26 28 28 30 32 30 35 35 40
' (i '] iR | bt 0.4 0.2 0.2
W ' ' 0.2 0.1 n'zm 0.1 A
0 0 0 0
38 40 42 44 42 44 46 48 45 50 50 55
0.2 0.2
0.1 0.1 0.17/(:\ 0.1 ’/‘{‘:5\
0 0 0
. 55 60 B0 65 6466687072 5870727476 78
, » o o - 0.1 0.1 0.1
50 100 150 200 250 300 350 400 0.1 /ﬁl\ Aﬂuna
0 0 0 0
P e e 01?5 80 asman 85 90 nsaaagugzmgaga o, 2500 105
T T L 3 = - N
u._.:= a TR . 4 ] ﬂﬂﬁ/\ 0.05 .05 Dﬂﬁfﬁt}\
t:‘ 1’ H"'d!‘-"ﬂ : 0 0 0 0
RS R R B 100 105 110 110 115 120 120 130 130 140
! 0.1 04 0.4
0.05 0.05 0.05 uns//-_/‘%
0

0 1] 0
140 150 145150155160 1551680165170 165170175180185

0.05 /’T(\V\Q 0.05 0.05 o

: . " . . . 0 0 0 0
50 100 150 200 250 300 350 400 175180185190195 190 200 210 200 210 220 220 230 240
FFT coefficients

v

Sainath, T. N., et al., “Learning filter banks within a deep neural network framework,” In ASRU, 2013



A RELIA

Waveform?

.

WW

Waveform

Input of
DNN

» If success, no Signal
& Systems §

» People tried, but not better than spectrogram yet

Tuske, Z et al., “Acoustic modeling with deep neural networks using raw time signal for LVCSR,” In INTERPSEECH 2014

» Still need to take Signal & Systems



Convolutional
Neural Network (CNN)




A AELTA CNN

¢ Speech can be treated as images

N Spectrogram

Frequency




£\ nELTA CNN

C:] 5 C: Sl; 1 1] n;
anpat feanure maps  feature maps feature maps feature maps output
32x32 28x28 14x 14 10 x 10 Sxd

feature extraction classification

Probabilities of states

CNN Replace DNN by CNN




£\ nELTA CNN

Max Maxout

Max
pooling




£\ nELTA CNN

Ouftput layer Z /

Cutput layer
v
Fully connected Hidden 4
hidden layers LG 47

Convolutional

Convolutional filters sub-networks

Y/ /4

Toth, Laszld. "Convolutional Deep Maxout Networks for Phone Recognition”, Interspeech, 2014.



Applications in
Acoustic Signal Processing




ArsELTtl DNN for Speech Enhancement

Clean Speech i‘ _ i"ﬁ?-—é >

for mobile commination L DNN }

or speech recognition

Noisy Speech

)

—
-

e -

—

-
—_—

—
—
| —

» Demo for speech enhancement:
http://home.ustc.edu.cn/~xuyong62/demo/SE_DNN.html



http://home.ustc.edu.cn/%7Exuyong62/demo/SE_DNN.html

AhELTd DNN for Voice Conversion

Medard

Female

Male

» Demo for Voice Conversion:
https://candyvoice.com/demos/voice-conversion?lang=en



https://candyvoice.com/demos/voice-conversion?lang=en

AhELTd Google Assistant E

¢ google 10 2018 assistant call DEMO1 (32 &=Al)







AhELTd Google Assistant E

¢ google 10 2018 assistant call DEMO2 (32 &=Al)







Concluding Remarks




AI&ELTA Concluding Remarks

It’s an interesting time!

o REBNERMNBREE !

o MRS, &1 EL Machine Learning, ... etc

¢ Deep learning integrated into standard speech toolkits
@ Kaldi, HTK, ... etc

¢ Rich variety of models and topologies supported by:
© large quantities of training data
© GPU-based training (and parallel implementations)
© array of ML tools: TensorFlow, CNTK... etc

PR ERE, BRICHE



Questions

Thank you

To learn more about Delta, please visit www.deltaww.com. A hELd
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AI\ELTA Research Road Map

¢ Speech-to-text (Automatic Speech Recognition)
¢ Text -to-speech (Speech Synthesis)

¢ Speaker Recognition & Diarization

¢ Voice Conversion

¢ Speech Separation

¢ Speech Enhancement

¢ Speech Emotion Recognition

¢ Music Information Retrieval

¢ Spoken Language Understanding
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